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MFTTS: A Mean-Field Transfer Thompson
Sampling Approach for Distributed Power
Allocation in Unsourced Multiple Access

Tien Thanh Le

Abstract—Unsourced multiple access (UMA) is a novel approach
to support a large number of devices in a massive Machine-Type
Communication (mMTC) system. UMA enables devices to con-
currently encode their data using the same codebook to transmit
without being individually identified, resulting in reduced signaling
and computational overhead at the base station. Hybrid-domain
non-orthogonal multiple access (NOMA), which combines power-
domain NOMA with code-domain NOMA, is another technique
that enhances the spectral efficiency of mMTC. While the study
of hybrid-domain NOMA has been conducted, its integration
with UMA has not been thoroughly investigated. Considering that
mMTC traffic primarily consists of sporadic short packets in the
uplink direction, employing a fully distributed mMTC multiple
access protocol can substantially decrease signaling overhead and
latency. In this work, a multi-armed bandits (MAB) paradigm is
adopted to create a distributed power selection policy for devices
that using UMA. Particularly, an MAB algorithm called Thomp-
son Sampling (TS) is used to allow mMTC devices to minimize
the transmission power without violating the minimum receiving
signal-to-noise constraint needed to correctly decode the UMA
codewords back to the original messages. A mean-field modeling
technique is used to approximate the learned policies. The knowl-
edge gained from the approximated policies can be transferred to
new devices by initializing their prior distribution, which is called
Mean-field Transfer Thompson Sampling (MFTTS). Simulations
show that the mean-field approximation is indeed accurate and
effective. Interestingly, MFTTS performs better than TS without
knowledge transfer as well as other distributed power allocation
methods.

Index Terms—Distributed power control, HD-NOMA, mab,
mean-field approximation, mMTC.
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1. INTRODUCTION

N TODAY’S highly connected world, there is a growing
I trend of individuals and devices being online and connected
via the internet, while the physical resources of the network
remain limited. The exponential growth of connected devices is
attributed to the increasing adoption of massive Machine-Type
Communication (mMTC) applications, such as autonomous
vehicles, industrial automation, smart healthcare, and environ-
mental sensing, over the last few decades. According to the latest
report from Ericsson, the number of mMTC connected devices
was 13.2 billion in 2022 and the projected number of connections
in 2028 is 34.7 billion [1]. The 6G Flagship program also predicts
that future mMTC will support up to 100 mMTC connections
per cubic meter [2]. As a result, future mMTC protocols must be
highly scalable to support a higher overloading factor to utilize
a smaller number of wireless resource blocks.

To address this challenge, grant-free non-orthogonal muliple
access (GF-NOMA) technology has emerged as an effective
solution for mMTC networks [3], [4]. In GF-NOMA, the base
station (BS) acts as the centralized coordinator responsible for
allocating the available resource configurations to each con-
nected device. Subsequently, each connected device can select
one resource unit from the available options, such as different
power levels or user-specific signature sequences or codebooks.
The receiver then exploits the chosen resource unit for multi-user
data detection and message decoding [3], [4]. Hence, this method
enables multiple devices to utilize the same physical channels,
albeit at the cost of increased decoding complexity to mitigate
error propagation caused by signal interference between devices.
non-orthogonal muliple access (NOMA) can be categorized
into three main types: power-domain NOMA (PD-NOMA),
code-domain NOMA (CD-NOMA), and hybrid-domain NOMA
(HD-NOMA). In PD-NOMA, devices can select from different
power levels, and successive interference cancellation (SIC)
is employed to separate concurrent devices [5]. Conversely,
in CD-NOMA, devices can choose from a range of available
codebooks, and encode their data using their respective code-
book, and message passing algorithm (MPA) decoding is used
to decode the received signal [6]. HD-NOMA combines the
principles of both PD-NOMA and CD-NOMA within the same
system. Yadav et al. conducted an empirical study to evaluate
the performance of these three types of NOMA [7]. The study
demonstrated that HD-NOMA achieves superior sum rate per-
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formance compared to non-hybrid schemes when the number of
devices is 50% greater than the number of wireless channels.

In their pioneering research, [8] proposed the fundamental
concept of unsourced multiple access (UMA) to enhance the
effectiveness of uplink traffic and short-packet scenarios for
mMTC [8], [9]. UMA is a new paradigm that tackles the problem
that still exists in GF-NOMA for scaling it to even larger scale
mMTC networks. First, [8] formally pointed out in [8] that
under a sharp increase of active users, by using GF-NOMA,
the average channel capacity of users converges to zero even
though the sum rate is increasing. In other words, GF-NOMA
cannot guarantee reliable uplink data delivery for each specific
device as the number of devices increases sharply. Additionally,
as the number of users increases exponentially in mMTC net-
works, the problem of identifying and configuring resources for
each individual device becomes increasingly challenging [8].
Furthermore, additional signaling overhead is still needed by
GF-NOMA when users join the system or when the state of
the system changes, requiring resource reconfiguration [10].
Therefore, the UMA paradigm excludes the user identifica-
tion problem and forces devices to adopt the same signature
(codebook) to send their messages uplink. In UMA, device can
transmit its local data uplink directly without any request or
handshake with the coordinating center.

In the literature of UMA, the design of the UMA codebook
has been receiving a lot of attention [11], [12], [13]. But to
the best of our knowledge, only Fengler et al. had studied
the hybrid scheme of UMA and power domain NOMA [14].
One of their contributions is to minimize the energy usage
of the mMTC devices such that the Signal to Interference &
Noise Ratio (SINR) satisfies the minimum threshold required by
UMA codebook. However, the authors only solve this problem
using a centralized optimization method. The problem of fully
distributed power control for each autonomous device remains
an open problem.

This paper presents a new approach to address this distributed
power allocation problem for UMA-based mMTC communica-
tion system via a multi-armed bandit (MAB) paradigm. The
proposed MAB policy is designed to address three main re-
quirements of the mMTC scenario. First, the policy needs to
be simple and lightweight, because the policy will mostly be
implemented on embedded Internet of Things (IoT) devices with
limited computational capability. Second, the policy needs to
adaptively and gradually minimize the transmitting power of
devices. Also, if all devices in our multi-agent system employ
our proposed policy, the behavior of the system will remain
stable and predictable. The primary contributions of this paper
are as follows:

® We propose a fully uncoordinated power allocation proto-
col for UMA. Each device acts as if it is an autonomous
agent, and relies on limited-size broadcast messages from
BS to decide its own power level to send it messages. No
multi-step information exchange is required.

e Each device uses the Thompson Sampling (TS) policy to
minimize its transmission power. The TS policy of each
device is initially based on the learned TS policies of
the device in the relevant network setting to accelerate the
process. The mean-field technique is used to approximate
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the learned policies of a large number of devices. We denote
the proposed method as Mean-Field Transfer Thompson
Sampling (MFTTS).

¢ To quantify the merit of our proposed method under a large
number of devices, we characterize our system using a
mean-field technique [15]. We show that if the number
of devices is large, the behavior of devices in our system
converges to a system of ordinary differential equation
(ODE). We also demonstrate that the ODE’s behaviors are
stable, and that our system’s behavior converges to a stable
equilibrium.

This paper is organized as follows. Section II reviews the
related studies. Section III presents the considered network and
mMTC traffic model, as well as the proposed uncoordinated
power control protocol. In section IV, we describe the fully
distributed power allocation problem in HD-NOMA and the
proposed algorithm MFTTS. We present a simulation study in
the last section.

II. RELATED WORKS

This section reviews the latest distributed power control meth-
ods, followed by an overview of recent multi-agent learning
algorithms

A. Distributed Power Control

In large networks such as the mMTC networks, a distributed
resource allocation algorithm is a necessary choice. We expect
mMTC devices to act autonomously without relying on the inter-
vention from the coordination center at the BS. In [16], authors
enumerated several algorithms for distributed resource alloca-
tion in mMTC networks; namely, non-cooperative games, evo-
lutionary games, mean-field games, mean-field bandit games,
and mean-field auctions. They concluded that mean-field bandit
games and mean-field auctions are the top two methods since
they can handle uncertain and incomplete information, while the
other methods failed to handle such conditions.

A study of uncoordinated power control using an evolutionary
game is presented by [17] [17]. They considered a device pairing
scheme, in which, two devices are assigned to an orthogonal
wireless resource block, and adjust their power level based on the
transmission success rate. Therefore, two devices could transmit
on the same orthogonal resource block without collision. Never-
theless, the considered system limits the number of total devices
is doubling the number of orthogonal resource blocks only. In
addition, the energy usage of the system is highly dependent on
the device pairing algorithm, which is dictated by the BS in a
centralized manner.

In [18], mean-field games have been applied to design a
distributed power control algorithm for device-to-device com-
munication. Here, the chosen power level of every player given
the average power level of other players is modeled by a
Hamilton-Jacobi-Bellman (HJB), and the movement of the av-
erage power level is modeled by a Fokker-Planck-Kolmogorov
(FPK) equation. The system of differential equations above
is approximately solved using finite difference methods. The
method also assumed that the device-to-device link gains do
not change while that value is likely to change in a real-world
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deployment. [19] proposed a mean-field game for joint resource
block allocation and power control. Different from the previous
study [18], this study [19] can handle the fluctuation of the link
gains, since it requires devices to send their link gains to the
BS. The BS aggregates the average transitory channel gains and
broadcasts to all devices to compute the next action. However,
the downsides of this approach are the additional overhead of
gathering the channel gain of all devices and leaking the privacy
of devices when sharing their accurate location to BS via the
channel gains.

In contrast, MAB-based methods operate without any as-
sumption of static link gains or forwarding the link gains to the
BS. MAB has been adopted for distributed power allocation in
device-to-device communication [20], [21]. In these studies, the
authors conducted simulations to show that upper confidence
bound (UCB) policies are more effective than other simple
fully distributed power allocation heuristics. Their works did
not provide game theoretic analysis or use field games to model
a large-scale system with many devices.

There have been several attempts to improve HD-NOMA
protocol by combining PD-NOMA and CD-NOMA [22] [23].
The most recent work by Benamor et al. [23] proposes a bi-level
optimization approach for a distributed HD-NOMA protocol,
called multi-armed bandits mean-field games (MABMFG). In
this work, the UCB algorithm is employed to select the best
CD-NOMA codebook and the power selection problem is for-
mulated as a mean-field game, following the same approach
as in their previous work [19]. However, a major limitation of
this approach is that devices are required to send the channel
coefficients to the base station and wait for the aggregated
information, resulting in excessive signaling overhead compared
to combining PD-NOMA with UMA. Moreover, UMA is widely
recognized for its power efficiency, making the combination of
PD-NOMA with UMA potentially more power efficient than the
proposed method.

As far as we know, there is no study on distributed power
allocation in combination with UMA. Also, previously dis-
tributed power control using MAB did not consider the TS
technique [24], which displayed a strong empirical perfor-
mance [25].

B. Multi-Agent Learning

A multi-agent learning deals with the problem of designing
autonomous agents that interact with the environment of other
agents to achieve their goals. Multi-agent learning is a more
flexible model than the previous game theoretic methods since
no prior knowledge about the system is required by multi-
agent learners. It can be divided into two main categories: (1)
multi-agent (deep) reinforcement learning and (2) multi-player
MAB. Recently, multi-agent (deep) reinforcement learning has
received much attention and it has been adapted for distributed
resource allocation algorithms in cellular networks [26], [27].
However, this method is only suitable if agents are different
BSs or devices with decent computational capability and bat-
tery because each agent uses deep neural networks to perform
distributed optimization.
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Fig. 1. Overview of the considered mMTC network and uplink traffic at a
particular time slot.

On the other hand, multi-player MAB is a better candidate
for mMTC scenario, which requires low complexity and energy
usage. In [28], amean-field model is used to analyze the behavior
of a large-scale multi-player MAB, under the assumption of a
binary reward function and state regeneration. An attempt has
been made in order to apply their mean-field bandit games with
binary reward model in distributed device association in multiple
cell wireless networks [29]. In a recent advance in 2021, [30]
formulated mean-field games to analyze the large-scale multi-
player MAB under a continuous reward function. The study also
provided a certain range of MAB parameters such that the states
of the MAB players always converge to a unique equilibrium.
To the best of our knowledge, there is no attempt to apply the
mean-field model and TS algorithm for large-scale distributed
power control.

III. SYSTEM MODEL

In this section, we present the mMTC network setting, the
traffic model, and the distributed power control for our hybrid
domain NOMA scheme.

A. Network Model

We first consider a single-cell wireless system in Fig. 1. Here,
the BS is positioned at the center and it needs to support a
total of K** devices. We consider the system to be slotted in
time, with time slots indexed by n € {1,2,...}. During time
slot n with the duration Ati, only a subset of active devices
transmits their messages. Let K be the number of active devices
at a time slot and K < K'*. All active devices utilize a single
shared wireless resource block for transmitting their messages.
They share the block by encoding their messages with the
same UMA codebook, such that the BS can decode messages
from different devices. Besides, devices can send their encoded
messages with different power levels [14]. Through the com-
bination of code-domain and power-domain diversification, the
HD-NOMA system enables an increased number of successfully
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Fig. 2.  State transition diagram in each device.

served messages, when compared to power-domain NOMA or
code-domain NOMA approaches.

B. Traffic Model

Consider that the uplink traffic from mMTC devices adheres
to the mMTC source traffic model in [31]. This model generates
the positions of both devices and events over time using two
separated Poisson point processes (PPP). Specifically, the loca-
tions of devices are distributed around the BS following a PPP
® p with a density of A 5. Note that the devices are deployed at a
fixed location. On the other hand, the location of critical events
is distributed according to a different PPP & with a density
of Ag. Unlike device locations, the positions of critical events
change over time and are re-sampled at each discrete time slot.

In this source traffic model for mMTC, the packet generation
process of each device is modeled by the Gilbert-Elliot model
with two states: regular state (R) and alarm state (A) (Fig. 2).
In state R, the event of a device generating an uplink packet is
distributed according to a Bernoulli distribution with parameter
pr. Likewise, the probability of generating an uplink packet in
state A is Bernoulli distributed with parameter p 4. In general, p 4
is much higher than pg. The state of a device changes depending
on the location of the devices and events. When the location
of an event lies within the sensing perimeter of a device, the
state of that device potentially moves from R to A. Then, the
probability of a device at location x is triggered by an event
at location y is modeled as p,,, = exp(— dg’ ), where d,, is the
Euclidean distance between sensor and event, and d is a constant
to normalize the distance.

Let p,. be the probability of a device at location x be triggered
by at least one event y € ® g, then:

Pz = 1- H (1 _pmy)' (D

yedp

A device moves from state R to state A with probability p,.
That device stays in the state A for a duration geometrically
distributed with parameter p’, and moves back to a regular state
with probability 1 — p'.

C. Distributed Power Allocation Protocol

1) Message Structure: Similar to [14], we consider active
devices transmit their messages over UMA codebook with
blocklength of n,, + ng bits. Here, n,, is the length of a pilot
sequence and n is the length of codewords for the device data.
For handling the fast fading, the pilot sequence is transmitted
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alongside data symbols in uplink packets. The channel estima-
tion error at the BS is quantified by its variance 031

) NoB

o=,
4 N0B+n,p7rq

2
where Ny (dBm/Hz) is the environmental noise spectral density,
B (Hz) is the bandwidth of the considered wireless resource
block, and 7, (dBm/bit) is the receiving power coefficient. Note
that, UMA is expected to serve a large number of devices;
therefore, it is infeasible to assign a unique pilot sequence to
each participating device. Therefore, devices share a common
pool of pilot sequences and each device randomly picks one
from 2"» pilot sequences to send to the BS. In particular, similar
to the well-known Birthday Paradox [32], the probability of at
least one device selecting the same pilot as another device is
given by:
2" |

L= o e 3)
where K is the number of active users. One can choose the pilot
sequence length n,, that is not too short to minimize the chance
of two devices selecting the same pilot sequence (3), as well as
n,, that is not too long to cause pilot signal overhead.

2) Power Selection Procedure: In our system, mMTC de-
vices handle the distortion by slow fading in a distributed
manner. In particular, each device estimates and adjusts its
transmitting power coefficient to match the predefined receiving
power coefficient at the BS [14]. First, let g5 be the path loss and
shadowing of each device k. To enable the estimation of gy, the
BS broadcasts a beacon signal at a constant power to all devices.
Then, each device k compares the power of the received beacon
signal with the known transmit power of the beacon signal to
compute its own gj. The variable g is randomly distributed
according to:

gk[dB] = o + Blogo(dk) + 00w 4

where d}, is the distance from the k'™ device to the BS in
kilometers and «, 3 are two constants to represent the offset and
scale of the path loss, 02 ., is the variance of the shadowing
effect, and ( is a standard Normal distribution random variable.

After the path loss and shadowing are obtained, device
k transmits its data with power Py such that P, = m,g;
where m, is the chosen receiving power coefficient. Let
{m,m2, ..., mq,...,mo} be Q power levels that BS allows,
and SIC is implemented at the BS to decode messages which
are received at these levels.

In contrast with power-domain NOMA in which each device
is assigned an exclusive power coefficient, this power allocation
for UMA scheme allows many devices to share the same power
level. Since each device can choose its level without receiving
direct instruction by the BS, the power control scheme here
is inherently distributed. Each device is expected to choose
a power coefficient as small as possible to conserve energy.
Also, the SINR of the chosen power level 7, should be higher
than the minimum required power level to decode the UMA
codewords with negligible error. Let the power levels be sorted
in descending order such thatmy > my > ... > 7y > ... > mQ.
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The BS decodes from largest power coefficient (71) to the
smallest power coefficient (mg). We consider a simplified SIC
scheme [14], where the BS divides the active users into () groups,
based on their received power. Then all messages within one
group are decoded and substracted in parallel starting from the
group with the highest average power. In particular, the SINR
calculation is given as follows:

SINR(q)
NMIMO (7 Ug)ﬂ'q
" NoB+ X - po)o? + plKimi+ X Koy
&)
where NMMO i the number of multiple-input multiple-output

(MIMO) receiver antennas. The nominator contains the power
of the signal at the ¢*" level after taking into account the gain
by NMMO array antennas and the loss because of the channel
estimation error (1 —o2). K9 is the number of devices that
selects the ¢ power level. p, is the maximum probability
of decoding error by the UMA codebook. The denominator
is the sum of noise and interference: (i) environmental noise
NyB, (ii) interference channel estimation errors propagated
from higher power levels Y91 [(1 — p,)o? + pe] K'r;, and (iii)
interference by equal or lower power levels ZJQ: K in;.

3) Minimum SINR Threshold: The maximal achievable cod-
ing rate at a finite block-length regime is adopted to compute
the minimum SINR threshold of the UMA codebook [33].
Specifically, given block length is n4 and the target maximum
decoding error rate is p., the maximal achievable coding rate is
approximated by:

~C— 7Q71(p€)7

ng

M V
— 6)
ng
where M is the number of bits per message, T% is the bit
rate of the UMA coding. C' = 3log(1 + SINR) is the Shannon
channel capacity. V' is the channel dispersion, which measures
the variability of the channel at finite block length ng. V is
defined as:
_ SINR (SINR + 2)
2 (SINR+1)2

log?e, @)
and Q !(.) is the inverted Gaussian tail Q-function. Basically,
(6) provides a tighter bound than the general Shannon channel
capacity for the maximum data rate of the short packet and
reliable mMTC uplink transmission. Let the minimum value of
SINR that the UMA codebook can support be SINR*. Following
(6) and given a specific value for M, n4, and p., one can search
for SINR* by evaluating the following constraint on different

values of SINR:
o € Mna)
\ V/nd

Then SINR* is the minimum of SINR that satisfies (8).

The problem of distributed power allocation to minimize
the transmission energy and satisfy SINR > SINR* cannot be
solved by a static allocation. If every device chooses the lowest

®)
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power level g, the interference by equal or lower power level
K Q7TQ will be too large, which leads to a smaller SINR. In this
case, the SINR may not be adequate to satisfy the constraint
of the UMA codebook. Note that (1 — p.)o? +p. < 1. As a
result, if a small fraction of the active devices choose a higher
power level instead of selfishly choosing ¢, then SINR of power
level @ will be larger. Since the number of active devices is an
unknown random variable, one cannot determine a fixed number
of devices that need to choose the higher power level. Therefore,
in the following sections, we formulate and solve the problem
of distributed power allocation as an online multi-player MAB.

IV. PROPOSED APPROACH: MEAN-FIELD TRANSFER
THOMPSON SAMPLING

In this section, we present our approach to addressing the
decentralized power control problem, which we define as a gen-
eral optimization problem as well as a multi-player multi-armed
bandit (MPMAB) problem, and propose a solution using the
TS algorithm. We also use a mean-field technique to address
the large number of devices in this system. Furthermore, when
the system converges, the final TS policies obtained from the
mean-field model can be transferred to new devices (i.e., devices
that have just joined the system) to accelerate the convergence
to an effective power allocation strategy.

A. Power Allocation Problem

The power allocation is formally formulated as an optimiza-
tion problem:

minimize
ar ke,

K
E :ﬂ'quk.
k=1

subjectto  SINR(g) > SINR*,Vg € {1,...,Q}  (9)
The centralized solver optimizes a vector of K variables, each
variable g;, contains the power level for device k. The primary
objective is to minimize the sum transmitting power of all active
devices while ensuring the satisfaction of the SINR constraint.
Since the set of active device K changes in every time slot n, the
centralized solver must recompute the solution frequently.

B. Problem Formulation Using Multi-Players Multi-Armed
Bandits

We propose a system model for mMTC devices, where each
device is considered a player or an agent in the system. Multiple
players interact with each other to compete for the available
power level, which can be thought of as a free market for
selecting power levels. The demand in this market is distributed
according to the mMTC source traffic model. When a device
is active, it can choose one among () different receiving power
levels (or @ arms) to send its message as it sees fit. For example,
if the k' player experiences a large path loss and shadowing,
characterized by gy, it has a tendency to select a lower receiving
power level to minimize its transmitting power Py, = g;mg, . On
the other hand, if another player experiences a smaller path loss
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Algorithm 1: Thompson Sampling Policy.

1: Initialize: iy (qr) = 1, ck(qr) = 0Vg, € {1,...,Q}
2: for timeslotn € {1,..., N} do

3:  Sample model 6 (qx) ~ N (ur(qr), m)
4:  Select arm g = argmazq, 0k (qx)
5: Receive reward r; (K, q;) € [0, 1).
6: Update model
cr(qr) = crlar) +1
(11)
1
te(qr) = pe(ar) + (e (K, qi) — 1 (qr))
cr(qr)
(12)
7: end for

and shadowing, it can tolerate choosing a higher target power
level without sacrificing its energy.

We now focus on the implementation details of the proposed
protocol in a real-world system. At the end of each time slot,
a small message is broadcasted to all players by the BS, which
contains the number of active devices that have selected each
power level K = {K! ..., K9}. The broadcast message has
a dimension of (), and thus its size is small and independent
of the number of active devices in the system. By decoding the
message, each player k can compute its reward for selecting an
arm ¢, at time slot n as follows:

1 — T2 if SINR(g) > SINR”,
T‘k(K,qk) = VqE {1,...,@} (10)
0 otherwise,

where P« 1S the maximum transmit power, which is used to
normalize the transmit power into the range of [0,1). Thus,
the reward is bounded by [0,1). The SINR(g) is calculated
by (5) and SINR" is the minimum SINR that satisfies (8).
The proposed scheme operates as follows: If all power levels
satisfy the SINR constraint, each player will receive a reward of
one unit subtracted by its respective normalized transmit power.
Conversely, if any of the chosen power levels fail to meet the
minimum SINR constraint, no rewards will be granted to any
of the players. The reward is designed to encourage cooperation
among players and to ensure that no power level fails.

C. Thompson Sampling With Gaussian Reward Distribution

Our proposed system consists of Kt devices, where each
device is represented as a player utilizing a TS algorithm to
explore and exploit the effective power level to transmit their
uplink messages (Algorithm 1).

Firstly, the TS algorithm initializes the estimated reward
distribution for each arm ¢ of player & (line 1 of Algorithm 1).
The algorithm stores: (i) 1 (gx ) - the estimated average reward
for player k, (ii) ¢k (gx ) - the number of times that arm gy, has been
selected by player k. The estimated reward follows a Gaussian
distribution with a mean of u(q) and variance of m.
Initially, each player has limited knowledge about the system’s
state and the actions of other players, so they start by exploring
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the arm set with a large variance of m =1 at time step
1. As an arm gets selected more frequently, the uncertainty
about its reward decreases, and the variance of the estimated
reward distribution also reduces as lim,, m =0. We
set the default initial mean parameter p(qx) to 1, following
the optimistic initial values principle to encourage players to
explore all arms equally. The average estimated reward gradually
converges from 1 to a value less than 1 which resembles the
actual reward that the player obtains while interacting with other
players.

The central idea of the TS algorithm is to first sample the
estimated Gaussian reward distribution for each arm, and then
select the arm with the highest “sample value” (lines 3-4, Algo-
rithm 1). The “sample value” contains information on both the
average reward of the arm for exploitation and the variance that
reflects the level of uncertainty in the estimation for exploration.
By selecting the arm with the highest sample value, the player
can balance between exploiting the arm with the highest reward
and exploring potential high-reward arms.

At the end of each time slot, upon receiving the broadcast
message from the BS, each player calculates its reward and
updates the Gaussian distribution parameters using (11) and
(12). These equations are the incremental implementations for
updating the mean and variance of a Gaussian distribution as a
new observed reward becomes available one item at a time.

D. Mean-Field Approximation of Multi-Player Thompson
Sampling With Gaussian Reward Distribution

In this section, we present a mean-field model to approximate
the behavior of our proposed distributed power allocation based
on TS. The mean-field model is a mathematical tool commonly
used in computer science and other fields to analyze interactions
between individual components that are too numerous to analyze
directly. Our system is inherently a large-scale, uncoordinated,
and contention-based network, with numerous TS-based agents
interacting with each other. By adopting mean-field analysis,
we can develop a model to gain insight into and predict the
average behavior of the agents when they converge. With this
insight, we can improve the algorithm further by making a better
initialization to the TS agents to be closer to the converged state.

To determine the average change in states pix(gx) and ¢ (qx)
over time, we seek to model their dynamic behavior as outlined
in Algorithm 1. Specifically, we model the system as a discrete-
time Markov process with continuous states jux(qx ), cx (gx) for
allk € {1,...,K"%}andq € {1,...,Q}. At each time slot, if
the k" device is active and arm qp. 1s selected, then the device’s
states are updated as (11) and (12). The probability of state
changes for device k£ depends on its probability of being active
Pr 4, which can be calculated as in [31]. At the beginning
of each time slot, the active player k selects a power level
that corresponds to the highest sample value. On average, the
probability of player k selecting a particular power level g is the
product of the probability that player k’s power level ¢ has a
higher sample value than the sample values of other arms:

Plge=q):= ]  Prla)>0:(h))
Je{l,....Q},i#q

(13)
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Fig. 3. Dividing devices into groups (or rings) with close path loss and
shadowing.

To determine the preference of player k for a particular arm,
we utilize the fact that the sample values are drawn from a
Gaussian distribution. Specifically, the probability that player &k
prefers arm g over arm j can be calculated as the probability of a

Gaussian variable N (ux(q), m) being larger than another

Gaussian variable N (g (j), ﬁ)

follows:

. This can be expressed as

. o
Lerte | - te(q) — e (5)
1 1

\/2(ckw)+1‘Fcko»+1)

where erfc(z) is the complementary error function. The erfc
function represents the probability that a Gaussian distributed
random variable with mean 0 and variance 1 is greater than z,
and it is formally defined as:

2 e
erfc(z) = — e Udt
7

By combining (13) and (14), we can obtain the probability of
player k selecting power level g at any time slot n.

In order to simplify the system, we can approximate the
average value of the mean and action counter of all players,
but this may not work well since each player has a different
reward depending on their channel g;. Another approach is to
divide the K*°* devices into L groups with equal numbers of
devices and with similar g;, values (Fig. 3). These L groups can
then form non-overlapping rings around the base station. This
allows us to keep track of only 2L(Q) different mappings of the
states from a time slot to the next time slot. Each device in group
I, forall [ € {1,..., L}, has similar path loss and shadowing,
which can be represented by g;. We can then approximate the
rewards that each device in that group is receiving with:

1—Z29  if SINR(q) > SINR*;Vq € {1,...,
T(K’QZ):{O P (q) g€ Q}

P0x(q) > 0,(5)) = , (14

s)

otherwise
(16)

We can formulate the deterministic differential equation for
the continuous average states transition in each group [, [ €
{1,..., L}, as follows:

WD) = praPlar = q) o1 (K, 1) — m(q))
“ = praPla =q)

a7
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We prove that the stochastic distributed power allocation sys-
tem approximates the deterministic system in (17) by applying
Kurtz’s Theorem [15].

Theorem 1. (Kurtz’s theorem) Suppose we have a density-
dependent family:

F(z) =Y Bilx), (18)

leL

where [ is a transition, L is the set of possible component
transitions, and /3; () is a transition function. F'(x) is a function
that map the current state x to the next state, and F'(z) satisfies
the Lipschitz condition (condition 1):

|F'(x) = F(y)| < M|z —yl. (19)

Furthermore, suppose lim,, ., X (0) = ¢, and let X be the
deterministic process:
t
X(t) =z +/ F(X(u))du,t > 0. (20)
0
Consider the path {X (u) : v <t} for some fixed ¢t > 0, and

assume that there exists a neighborhood K around this path
satisfying (condition 2):

> if sup By(x) < o0 Q1)
e ek
Then
lim sup | X, (u) — X (u)|| = 0 almost surely.  (22)

n—00 u<t

Here, ¢ represents the continuous-time equivalent of discrete
time slot n. As n — oo and ¢ — oo and K'* — oo, we have
the following theorem:

Theorem 2. For each group of devices having the average
path-loss and shadowing level g;, the state 1 (7) of each de-
vice asymptotically converges to the state j;(¢) of that group
specified by the system of ODEs in (17).

In our problem, F'(x) refers to the system of ODEs defined
in (17), which must satisfy the conditions outlined in Kurtz’s
theorem. To satisfy condition 1 of Kurtz’s theorem, we must
demonstrate that (17) satisfies the Lipschitz condition in the
following lemma:

Lemma 1. (17) satisfies the Lipschitz condition with | F'(z) —
F(y)| < M|z — y|, where:

_ (@—-1) 1 1
M= Qpra |:1+ \V2me <’A,umin +‘Cmin“rl’>:|’ 23)

where A i, is the minimum of |1 (q) — ()], and ¢ is the
number of times an eliminated arm with low performance has
been selected.

It means that the accuracy of the model will become worse at
any group [ as the rewards of two arms of that group are equal,
or there is some very low-performance arm that gets eliminated
early and has low ¢, (1). Otherwise, if two arms have distinguish-
able expected rewards or there are no very low-performance
arms then the approximation model will be more accurate. If the
ODEs satisfies the Lipschitz condition, it means that they will
not fluctuate too quickly. Thus, even after the stochastic process
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and the deterministic process of the ODE are separate, they will
remain close and have nearly the same behavior. Further details
about the proof of Lemma 1 are provided in the supplemental
material.

As the reward of our system is bounded within [0, 1), the
transition in (17) is also bounded, and there are finite transition
equations. Therefore, condition 2 of Kurtz’s theorem is also
satisfied. By applying Kurtz’s Theorem, we can show that the
stochastic process of the TS algorithm that makes distributed
power allocation decisions converges to the deterministic pro-
cess in (17) almost surely.

E. Mean-Field Transfer Thompson Sampling

In our setting with a large number of players, the conventional
TS algorithm may not be effective as it exhausts resources
exploring all arms, even those with marginal reward gains [34].
Instead, we propose a strategy to enhance the learning process
of each agent by providing better state initialization. Specifi-
cally, rather than initializing the reward distribution of arm ¢
of agent k with an optimistic estimate of reward py(q) =1
and high variance Wl)ﬂ where ¢;(q) = 0, we initialize it
using the solution of the agent that has learned from the ex-
isting system. Assuming we have trained a system in which
all players use the TS algorithm, we can extract a tuple of
{9k, pi, ci } foreach agent k, where p, = {ug(1),. .., ue(Q)}
and ¢, = {ci(1),...,cx(Q)} represent the final parameters of
the agent after training. If a new agent &’ enters the system with
path loss and shadowing coefficients gi/, we initialize it with
the parameter set corresponding to the agent with the small-
est argming|gr — gir|- This approach accelerates the learning
progress of the new agent and improves the overall system
performance. We denote this approach as Transfer Thompson
Sampling (TTS).

In designing a good network, one core principle is that the
network should be transparent to devices, who should feel as
though the network does not exist while they use it. We face
the dilemma that collecting data on the states and path loss and
shadowing of learned devices from past systems are difficult,
as devices may not be willing to provide this information to
network operators. This presents a challenge in accelerating
the learning of new devices without collecting any data from
past devices. To address this challenge, we propose to solve the
system using the mean-field approximation model and use states
at convergence from this model to initialize new devices and ac-
celerate their learning process. Specifically, the new device £’ is
initialized as the approximated state of the nearest group [ given
by argmin;|g; — gj/|. This approach enables us to initialize the
agent more effectively using the approximated solution without
collecting any device data. We denote this approach as MFTTS.
While the initialization given by the mean-field model may not
be as good as the initialization transferred from past device data
due to the approximation error, we hypothesize that it will still
be a better power-level selection policy than initializing from
scratch.
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E. Condition for Sub-Linear Regret

In MAB, regret is a metric used to quantify whether a player
could effectively learn or not [35], [36]. It represents the differ-
ence between the optimal cumulative reward the player could
have received and the actual cumulative reward it obtained.
Having a sub-linear regret is important because this shows that
the cumulative reward obtained by our algorithm will converge
to the optimal cumulative reward as time (/V) increases. In this
section, we present the conditions under which a TS player
can achieve sub-linear regret. Formally, the regret after a player
interacts with the environment N time-slots is defined as:

Regret(N) := Nr* — Z r(q),

n=1

(24)

where 7* is the reward when the player selects the optimal arm.
We assume that, over a sufficient number of time slots, the
estimated reward distribution for each arm in each of the K
existing players has converged around its mean, rendering the
variance negligible. Consequently, these K existing players will
predominantly select the optimal arm. Given that there are AK
new players with their arm distribution not concentrated around
their mean yet. If AK new players do not affect the converged
arm selection distribution of K existing players, then AK new
players can treat the existing K players as a stochastic bandit
environment, and the regret bound for TS with Gaussian prior
for a general stochastic multi-armed bandits environment can be
applied.

In particular, the condition in which A K new players will not

change the reward of K existing players from 1 — %‘il to 0 is:
(NMMO(1 — 02)my) /(N B
q—1
+ ) 11 = pe)o? +pe] (1 + AK)K'm;
i=1
Q .
+3 (1+AK)K/m;) <SINR* Vg € {1,...,Q}. (25)

J

Il
_Q

Then, the bound for the maximum number of new players is
given as:

NMIMO (| _ 2
AK < < (1 — og)mq —NOB>

SINR*
! 1
S = pe)o? + pe] Kimy + 0 Kim;
Vge {l,...,Q}, (26)

If the condition in (26) is satisfied, then A K new players will
converge to an optimal arm selection policy with sub-linear
regret. The regret for (Q-armed stochastic bandit problem with
the learning horizon for a new agent is N time slots, for which
TS using Gaussian priors has a bounded expected regret [37]:

E[Regret(N)] < O(v/NQIn(Q)). (27)
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TABLE I

SIMULATION PARAMETERS FOR OUR POWER CONTROL IN HD-NOMA

Parameters Description Value
Ktot total #devices 10, 000
E[K] expected #device/time slot 600
Tmin min distance from device to BS 0.25 km
T'max max distance from device to BS 1 km

AD PPP density of devices ~ 3184.0
AE PPP density of events 2.0
PR packet generation rate in state R 0.03
PA packet generation rate in state A 1
p’ transition probability from A to R 0.5
d distance normalization constant 0.005
No noise spectral density —174 dBm/Hz
B bandwidth 1.4 MHz
maximum transmission power 0.2 Watts
NoB total noise power —112.54 dBm
« path loss constant 128.1 dB
B8 path loss constant 37.6 dB
U-Qhadow variance of shadowing 4.0
np length of UMA pilot sequence 1052 bits
nq length of UMA codewords 2048 bits
TQ min receiving power —3N dBm
T max receiving power 3N dBm
NMIMO #receiving MIMO antennas 100
M bit rate of UMA coding 100 bits/timeslot
Pe max decoding error rate 10—°
N #simulation steps 10,000
At duration of a time slot 10 ms
#independent runs 10

In short, if the number of new players is not large enough to
disrupt existing players, then new players will find the optimal
power allocation policy with sub-linear regret.

V. PERFORMANCE EVALUATION

In this section, we begin by introducing the setup for the
performance evaluation. We then compare the decision-making
time in each time slot for our proposed method and the con-
sidered baselines. An ablation study is carried out to assess the
efficacy of the modifications made to the MFTTS in contrast to
the conventional TS algorithm. Additionally, we demonstrate the
accuracy of our mean-field approximation scheme. Ultimately,
we establish that MFTTS exhibits better power saving compared
to other baselines when the number of mMTC devices is exceed-
ingly large.

A. Parameter Settings

To evaluate the effectiveness of the proposed distributed
power control policies, a numerical simulation was conducted
using a discrete event simulator with parameters that closely
resemble a real-world system (see Table I). For the traffic
model, the device density A;; was selected to achieve a total of
approximately 10,000 devices, while the value of A g was chosen
to allow for around 600 active devices at any given time. The
parameters related to the UMA transmission were determined
based on previous research [14], specifically the UMA coding
scheme (np,nd,ﬂQ,m,NMIMO,M, pe) and the large scale
fading of the system («, 3, 02,,40w)- The noise spectral density
was set to a widely used value of Ny = —174 dBm/Hz. Note
that, under these conditions, the SINR constraint would not be
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satisfied if every device chose the smallest power level, and the
maximum number of devices that a no-SIC system could support
is around 450 devices. Under the setting with n,, = 1152 bit and
the number of active devices is less than 1000 per time-slot, the
possibility of pilot collision according to (3) is nearly zero.
Each distributed power selection policy was run for 10,000
discrete time slots, and the experiment was replicated 10 times
to aggregate their average performance.

B. Baseline Methods

Our proposed MFTTS is compared with both centralized and
decentralized methods.

1) Centralized Approximation Algorithm: Due to the expo-
nential nature of the search space of the given problem (9), which
scales with the number of active devices K, the brute-force
method cannot be feasibly employed for a system with a massive
number of devices. Therefore, we aim to propose an approximate
algorithm to solve problem (9) with a time complexity that does
notexponentially increase as the number of active devices grows.
Our primary aim in developing this algorithm is to establish an
empirical upper bound for the distributed power allocation algo-
rithms. Additionally, we can ascertain whether the centralized
algorithm can execute quickly enough for the considered system
and justify the need for proposing a lightweight distributed
receiving power level allocation algorithm.

The main idea of the approximated algorithm is to sort and
map devices with high path loss and shadowing to lower power
levels to reduce the sum of their multiplication. Assuming that
the BS has access to the channel information g, for all active
devices, it can sort the active devices based on their path-loss and
shadowing. Specifically, the devices can be sorted such that g; >
gs > ... > gk, while the receiving power levels can be ordered
as mg < mg-1 < ... < . Then, the set of active devices can
be partitioned into () groups. The optimization variable is the
set of separation indices £y, ..., kg_1, such that:
g1, - - -, gk, map to the lowest power level @)

Gkys - - -, 9k, map to the power level ) — 1

ko1 -+ 9K o Map to the power level 1

.This method require?,s O(Klog(K) + WLQH)') oper-
ations to sort the devices and evaluate all separation indices,
which is polynomial in terms of the number of active devices.
However, the complexity of the algorithm can be further reduced
by dividing the K active devices into L groups with an equal
number of devices, such that devices with similar g, are put into
the same group. The separation indices k1, . . ., kg_1 canthen be
used to separate a smaller number of L device groups instead of
separating all K devices. This approach significantly reduces the
complexity of the algorithm to O( Klog(K) + W)

2) Decentralized Baselines: For the decentralized baselines,
we compare MFTTS with the following policies: hedge, TS,
TTS, and MABMFG. The Hedge technique was presented in
a previous paper on MPMAB for continuous reward [30]. The
vanilla version of TS with the default initialization is represented
by TS. TTS is the version of TS with initialization of the
supposed user in a previously trained system. MABMFG is
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Fig. 4. The required time to make the decision per time slot for different
algorithms in logarithmic scale.

the latest distributed joint resource and power allocation for
HD-NOMA [23].

C. Time Complexity

In Fig. 4, we compare the total running time required by
different power allocation algorithms on a logarithmic scale.
We measured the average time to compute the power level
of different methods on a single-threaded implementation in
Python. Moreover, all algorithms are executed on the same type
of CPU with a clock speed of 2.4 GHz.

It should be noted that the duration of each time slot is 10 ms,
so the time to find the power level decision is expected to be
much shorter than 10 ms. However, the centralized approximated
algorithm spent a significantly longer time computing the result.
As the number of power groups increased, the running time of
the centralized algorithm increased exponentially.

On the other hand, distributed algorithms require less than
one-tenth of a millisecond to complete. Note that TTS and
MFTTS have the same time complexity as TS since the only
difference lies in the initialization phase. Moreover, their running
time remained almost the same as the number of arms increased.
These results suggest that these distributed algorithms can be
implemented to make instant power allocation decisions locally
on IoT devices.

D. Ablation Study

This subsection presents two experiments related to the pa-
rameter selection of the proposed TTS and MFTTS algorithms.

In the first experiment, we compared the performance of three
variants of TS as the number of power levels (i.e., SIC levels)
is increased (Fig. 5). The comparison metric is the average
rewards over 10,000 time slots. We found that initializing only
the mean of the sampling distribution for new users resulted
in average rewards similar to those obtained with TS without
transfer. However, when both the mean and variance of new
users were copied from past solutions, the resulting variant of
TTS significantly outperformed TS in terms of average reward
over the entire time horizon of 10,000 time slots. The variance
of the sampling distribution plays a crucial role in regulating
the exploration level of TS and TTS, which may explain the
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Fig. 6. Running average reward overtime when () = 5, for MFTTS with
different number of partitions.

superior performance of TTS. Based on these results, we chose
to transfer all past parameters to new users in TTS.

The impact of the number of partitions L used in the mean-
field approximation model of our proposed MFTTS algorithm
was investigated in Fig. 6. In MFTTS, new users initialize their
prior distribution parameters based on the partition with the
nearest large-scale fading coefficient. If the number of parti-
tions is too small (e.g., L = 2), the approximation error may
become too large. Furthermore, due to the shadowing effect,
the large-scale fading coefficient of users is random and not
constant. Conversely, if the number of partitions is too large (e.g.,
L =50 or L =100), users may randomly belong to different
groups, making the transfer policy less robust. In our experiment
settings, L = 20 is the most suitable number of partitions that
balances the trade-off between approximation accuracy and
transfer policy robustness, leading to the best average reward
performance.

E. Mean-Field Approximation Error

All agents in the simulation use a TS algorithm and the final
parameter i, (¢) and ny(q) are captured. An evaluation metric,
the mean squared error (MSE) metric is calculated using the
following equation:

1 L Q
MSE(p, 1) = — > > (i) — u(9))*,

(28)
LQ =1 gq=1
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Fig.7. Thescatter points in the figure represent the Mean Squared Error (MSE)
between the state of the mean-field approximation and the state of the discrete
event simulator, where the total number of users K%°? varies from 1000 to
10000. The smoothed path is generated using the LOcally WEighted Scatterplot
Smoothing (LOWESS) technique. The shaded region corresponds to the 90%
confidence interval.

where fi;(q) is the average value of y;(g) of users in partition /.
We also used a similar metric to measure the mean-field error of
predicting the converged variance state.

In order to assess the accuracy of the mean-field approxima-
tion, we computed the MSE between the results obtained by the
discrete event simulator and the approximated model. Specifi-
cally, we compared the final state of the discrete event simulator
at the end of 10000 time slots with the predicted state from the
approximation model. To test our approach, we varied the net-
work size from Kt = 1000 to K*°* = 10000. We adjusted the
corresponding parameters of the UMA codebook to account for
the size of K *°¢, ensuring that the maximum number of users that
the non-SIC scheme can support is less than the expected number
of active users E[K . In other words, we tested on the overloaded
network with various sizes. For instance, when the total number
of users K*°* = {1000, 1100, 1200, . . ., 10000}, the number of
MIMO antennas was set to NMIMO = £10,11,12,...,100}.
Consequently, the maximum number of users that the non-SIC
scheme can support was less than the expected number of active
users.

Fig. 7 depicts the error between the predicted and simulated
mean and variance. As the smallest network size we could
experiment with was already 1000 users, we observed only a
modest 20% reduction in the MSE of the mean state as the
network size increased. We found that the MSE of both the mean
and variance only decreased as the network scale increased from
1000 users to 2500 users, and then plateaued thereafter. How-
ever, the downward trend in the average MSE remained visible,
indicating that our approximation model improve accuracy when
the number of users ranged from 1000 to 2500, and maintain the
same level of accuracy when the number of users ranged from
2500 to 10000.

FE. Comparison of the Average Rewards

In this study, we compare different power allocation methods
for the hybrid domain NOMA technique in terms of the average
reward in a large-scale scenario with 10,000 users. Fig. 8 shows
the average reward of different algorithms across 10,000 time
slots and 10 independent runs as the number of SIC power levels
increases. The average reward is determined by a combination
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of the power users spend to transmit the message uplink and
the outage probability, which is the event where the selected
power level fails to meet the signal-to-interference-plus-noise
ratio (SINR) constraint (10). The higher the reward, the fewer
time slots the SINR is not satisfied, and the less total power users
spend for sending data uplink.

As expected, the centralized approximation algorithm pro-
vides the best performance, while the random method yields the
worst rewards. As the number of SIC levels increases, the reward
for all algorithms generally increases.

In terms of the MPMAB algorithms, TS outperforms the
Hedge policy, as expected based on prior empirical studies [25].
For the case where the number of arms is 4 and 5, both TTS
and MFTTS exhibit a significant improvement over TS. Among
the distributed allocation algorithms, TTS provides the best
performance, followed by MFTTS. These results confirm our
hypothesis that transferring knowledge from previously learned
players is beneficial. Although transferring knowledge from the
mean-field approximation model in MFTTS exhibits a slightly
worse performance compared to transferring directly from real
data from learned players, it does not collect more data from
mMTC devices and does not require additional overhead as in
TTS.

Figs. 9, 10, and 11 present the running average of the reward
across 10,000 time slots and across three scenarios: (1) low load,
(2) medium load, and (3) high load. In all scenarios, MABMFG
uses a grant-free NOMA, so it is less energy efficient than
Hedge, TS, TTS, and MFTTS, as they are all based on UMA.
Additionally, MABMFG is less reliable than other UMA-based
methods, even in the low load scenario, as it facilitates more than
10% of SINR constraint violations. The centralized algorithm
with unrealistic assumptions sets the performance bound for all
algorithms. As the number of active users increases, the lowest
achievable transmit power without SINR constraint violation
also increases. Hedge reduces its transmit power over time in all
scenarios. However, it reduces the transmit power at the cost of
an increased amount of SINR constraint violations. Particularly,
Hedge can only handle the low load scenario, while in the
medium load and high load scenarios, it reduces the transmit
power too much, leading to SINR constraint violations of 10%
and 35% respectively. TS, TTS, and MFTTS can handle the
constraint better than Hedge, even at high loading, achieving
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only around 5% constraint violation. On the other hand, in the
low and medium load scenarios, the proposed method MFTTS
allows devices to reach the low transmit power state faster than
learning from scratch with TS. MFTTS learns and reaches the
same reward level as TTS at the end of 10,000 time slots,
while TS is slower and unable to achieve the same level as
MFTTS. In real-world terms, this corresponds to a period of
approximately 1 minute and 40 seconds for MFTTS to reach the
same performance as TTS. These results confirm our hypothesis
that initializing players with the solution of the mean-field
approximation model helps them converge to high-performing
power allocation policies faster.

To understand why one algorithm performs better than an-
other, we can observe their probability of selecting a certain

Performance when average number of active users is 700 (medium load).

option over time. In Fig. 12, we can see that the probabil-
ity of selecting the smallest option is directly related to the
algorithm’s performance. When a centralized approximation
algorithm is used to allocate almost all of the active users to the
lower power level, the resulting reward is higher. The MPMAB
algorithms have learned to allocate more active users to the
lower power level over time, which improves their performance
in terms of reward. The TTS and MFTTS algorithms are the
best-performing algorithms among the distributed algorithms
for power allocation. They can allocate the highest amount of
active users to the lowest power level, but they still only learned
to allocate around 50% of users to that level, compared to the
centralized approach which can allocate 70%. However, the
MFTTS algorithm has a significantly lower execution time than
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the centralized approximation algorithm, and it is feasible to
implement MFTTS in real-world networks.

VI. CONCLUSION

In this paper, we proposed a novel approach called MFTTS
to solve the distributed power control problem in the HD-
NOMA system in the context of mMTC devices. MFTTS uses
a MAB algorithm and the mean-field approximation model.
Our approach addresses the key requirements of mMTC devices
by being decentralized and lightweight, adaptively minimizing
power consumption. Simulation studies demonstrated that our
proposed MFTTS is more practical than the centralized solver,
while achieving higher SINR constraint satisfaction and lower
power consumption compared to existing distributed policies
such as random selection, Hedge or Thompson Sampling with
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a standard prior distribution. The mean-field approximation for
the large-scale mMTC network proved to be useful in predicting
the steady state of the MPMAB mMTC system. Our proposed
method MFTTS provided better performance by transferring
initialization from the approximated state. In the future, we
will examine if the same online learning framework can offer a
promising solution for not only this specific case of distributed
power allocation but also general large-scale distributed resource
allocation problems.
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